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pQKD Twin Cloud Edition is a solution for high-security connectivity between an AWS
VPC (Virtual Private Cloud) and a client network, based on the principles of quantum
cryptography realized through QKD emulation.

It follows standard VPN principles, enhanced with secure symmetric key exchange
provided by QKD emulation technology. This technology ensures full ETSI QKD
compatibility, genuine quantum entropy from a quantum random number generator,
and uses a standard post-quantum key encapsulation mechanism (FIPS 203 - Module-
Lattice-Based Key-Encapsulation Mechanism Standard known also as CRYSTALS Kyber).

The solution consists of the following elements:

1. An EC2 server instance on AWS (with the necessary services installed)
2. A client computer (with the necessary services installed)
3. A pQKD device.

The solution schema is presented below:

AWS pQKD Twin Cloud Edition (ECL instance, public IPv4)

wireguard servis runer server ‘ service pQKD (software)
Peer_19012 [ Peerisoiz ]
Peer_2 9022 [ Peer2o022 ]

Peer_n (9000+10*n)+2 Peer_n (9000+10*n) + 2

port wirequarda UPD port proxy TCP 8000
51920 Public IPv4 Public 1Pv4

Client computer pQKD (hardware)

connect IPv4 port 8000
connect IPv4 port 51920

QKD (8084) ! QKD (8084)
nQKD (8083) ! nQKD (8083)
KME 8082 ! KME 8082

PresharedKey
-
wireguard ‘ servis runre client

Figure 1 pQKD Twin Cloud Edition schematics
3

Quantum Blockchains Inc., https://quantumblockchains.io/



https://quantumblockchains.io/

QUANTUM BLOCKCHAINS

As shown in Figure 1, the VPN network is based on the efficient and secure WireGuard
VPN. In our solution, we do not modify the essential security components of the VPN.
WireGuard establishes a UDP connection (on port 51920), creating a new virtual
network interface in the system. Authentication and encryption key exchange are still
performed using the RSA algorithm. However, for maximum security, the transmitted
standard key is encrypted with a presharedKey—identical on both the server and client
sides—via an XOR operation, typical for One-Time Pad (OTP) mechanisms.

pQKD Twin (on the cloud side) and the pQKD device (on the client network/computer
side) provide mechanisms for distributing the presharedKey.

Consequently, our solution is a hybrid approach, combining the WireGuard system with
a post-quantum key exchange based on quantum entropy. The service requests key
generation by connecting to the pQKD service on AWS via the KME (Key Management
Entity) port.

The pQKD service communicates through a TCP link (port 8000) with the client service
and its pQKD device (where the key is generated). The keys obtained on both the AWS
server and client sides are then incorporated into the WireGuard VPN on each end.

On the AWS side, there is an EC2 instance with the following services installed:
1. WireGuard

2. Arunner service for communication with WireGuard, pQKD, and the client
3. A software-based implementation of pQKD

This server configuration has been saved as an AMI image on AWS.
On the client side, the following components are present:
1. WireGuard

2. A service for communication with WireGuard, pQKD, and the AWS server
3. A pQKD device connected to the client computer

We select the image (Images - AMIs) named: “pQKD Twin_Cloud_Edition.”

i < Amazon Machine Images (AMIs) (1/3) e ch 2 Recyctein ) (2 £czimage suiider ) (“Actions ¥
st B Neme o v | Ammeme v |am© v | Soune
‘‘‘‘‘‘‘‘ aa
foxe)
I QKD Twin Clovd_Edton__ ami000579524272202 _ 160420631900/0080.Twn Cloud 1 16020631900 Prvete aa
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After choosing the right image, click the “Launch Instance from AMI” button:

Launch an instance ..

Amazon EC2 allows you to create virtual machines, or instancas, that run on the AWS Cloud. Quickly get started by following the simple steps below.

Name and tags s

I|' qupnWirequard | | Ada additional tags

¥ Application and OS Images (Amazon Machine Image)

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to launch your instance. Search or
Browse for AMis if you don't see what you are looking for below

| Q Search our fult cataiog inciuding 1000s of application and

AMI from catalog Recents My AMIs Quick Start

Name
PQKD_Twin_Cloud_Edition

Browse more AMIs

Description
PQKD Twin Cloud Edition

Image ID
ami-0c093795242722a2b

Username | (@

root
Published Architecture Virtualization Root device type ENA Enabled
2024-12-20T14:19:40.000Z  x36_64 vm ebs Yes

¥ Instance type info | cet advice

Instance type

2. Free tier eligible
e - B Al generations

54 USD per Hour v
3 0.0134 USD per Hour Compare instance types

|Additional costs apply for AMIs with pre-installed software

¥ Key pair (login) wr

You can use a key pair to securely connect to your instance. Ensure that you have access to the selected key pair before you launch the instance.

e 7

tast ¥ | © Create new key pair

Figure 3

Then fill in the fields highlighted in red as follows:

1. Instance name
2. Instance type (vCPUs, CPU, disk size)
3. Select or generate the key for SSH terminal access

Next, click the “Launch Instance” button.

You should then see the following screen:

5

¥ Summary

Number of instances | info

(1

Software Image (AMI)
PQKD Twin Cloud Edition
ami-0c03373324272 202k

Virtual server type (instance type)
tZ.micro

Firewall {security group)
New security group

Storage (volumes)
1 volumels) - & Gig

Cancel

B? Preview code
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» Launch log

Next Steps
Q whaw [EERCRVIES
Create billing and free tier usage alerts Connect to your Instance Connect an RDS database Create EBS snapshot policy Manage detailed monitoring Create Load Batancer
™ ot rpeioe ik, st o your ocal ‘Canfigure the connactsen betwesn an EC2 inctance and 3 Creata 3 policy hat auterma don, rseesin, and Crestn 3 spplication, etwork gateway o dansc Easic L
e terusage hresholds atatase o sk trafc fow beween them defen of 85 sagmhots Batancer
e T —
(et st 2 ) oot Lo B )

Conmect an RDS database (3 (reate £85 snaputt poticy 2

Creste 2 oew RDS database (7

.2

Create AWS budget Manage CloudWatch starms Disaster recovery for your instances Maonitor for suspiciows runtime sctivities Get system lag

A Busgers

View the imstance s sytem (og 1 roubiesheat sues.

you o create budgets, st spenc, Creste or updste Amazom ClsudWotzh alsems for the nstance tances you just lunched
osts v wsage trom 2 singhe aterent Ragion

—_——
( wanags Closawanen sizems 2 ) Gat systemtog [
|_tueay Cansmcn s 3 ) (_Sotoptamiog 2 )

( creste AwS bodger 3 )

Figure 4

Which informs about creation of the instance based on the stored image.

After opening “EC2 - instance” in AWS we shall see the created instance:

(=]

< Instances (1/5) s () (commect ) (Cnatamcssote v ) (Cpctors ) (RN [
ar N @
— B s [— v | mespaDNs v | PP v | Gsie P v | Mestomg v | o e
pe— o p— s et
T gsemy =] Snatind kRS
w2 o - -t
g Y e s
B qpobieed MBS @R 023641 Beuc.  IEAIZITS atied unch wizand- 16 et |

Figure 5

This instance is automatically launched. A “Public IPv4” number is also assigned, which may change
after restarting the instance or stopping and resuming it. Therefore, we must associate a fixed IPv4
address with this instance, which will be needed in further system configuration.

To do this, open “Network & Security” - “Elastic IPs” in the AWS menu:

6
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¢ Elastic IP addresses (1)
a

Name w | Aloctea Pt g ¥ | Type v
v Instances

81575143 Prsle

v Images

[[ @ Vi s e ecmmendsin o et oo it Bl B2

v Laad Balancing

Figure 6

Now, click on “Allocate Elastic IP address’:

Allocate Elastic IP address i

Elastic IP address settings i
Public IPv4 address pool
© Amazons pool of 1Pu4 addresses

Learn more [3

Learn more [2

Network border group Info
[ @ eucentrat X |

Global static IP addresses
AWS Global Accelerator can provide global static IP addresses that are announced worldwide using anycast from AWS.edge locations. This can help improve the availability and latency for your user traffic by using
the Amazon global network. Learn more (3

Create accelerator [1

Tags - optional

Atag is a label that you assign to an AWS resource. Each tag consists of a key and an optional value. You can use tags to search and filter your resources or track your AWS costs.

No tags associated with the resource.

Add new tag

You can 2dd up to 50 mare tag

o

Figure 7

After clicking the “Allocate” button, a Public IPv4 address is generated (as shown in Figure 7); in our

example, itis 18.157.51.43.

Now we assign the generated IP address to our newly created instance. To do this, right-click the IP

address (the link in blue) and select:

7
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-
Dashboard < Elastic IP addresses (1/1)
EC2 Global View | Q, Find resources by attribute or tag
Events b
v Instances Name v | Allocated IPvaaddr... ¥ | Type v | Allocation ID v | Reverse DNS record v
[ - 18,157 =143 Bushlic |p eipalloc-0aac5157fdBcf535F -
Instances " Allocate Elastic IP address
Instance Types View details
Launch Templates Release Ela:
Spot Requests
Savings Plans Disassociate Elastic IP address
Reserved Instances Update reverse DNS
Dedicated Hosts Enable transfers
Capacity Reservations Disable transfers
¥ Images Accept transfers
AMIs
AMI Catalog
w Elastic Block Store
Volumes
Snapshots
Lifecycle Manager
¥ Network & Security _
Security Groups [ (@ View IP address usage and recommendations to release unused IPs with Public IP insights.[
Flastlc 1Ps 18.157.51.43

Plaremant Grouns

Figure 8
The screen appears:

Associate Elastic IP addressi.

Choose the instance or network interface to associate to this Elastic IP address (18.157 51.43)

Elastic IP address: 18.157.51.43

Resource type

Chocse the type of rescurce with which to azsociste the Elastic IP a
0 Instance

(7)) Network interface

£ If you associate an Elastic IP address with an instance that already has an Elastic IP address assodiated, the previowsly associated Elastic IP address will be disassociated, but the address will still be allocated to your account. Leamn
more(3

I no private IP address is specified, the Elastic IP address will be associated with the primary private IP address.

Instance

Q. -0282480hdfd0276f0 x || @

Private IP address

The private I address with which t ate the Elastic IF add

[ Q Choose a private IP address ]

| 1723134254 |
Sty Whether e EIRENTE TP R €A B PSR e e
() Allow this Elastic IP address to be reassociated 172.31.34.254

Cancel Associate

Figure 9

We select our instance and click on ‘Associate’:

=] [ = JECI
(©) (Ccomet ) (Cinstonce state v ) (actions v ) ([ iinchinstances ) [
1

Dashboard < Instances (1/5) weo
EC2 Global View

Q Find Instance by atribute o tag fcase- | [ Anstates v ®
Events
B Nemep v | instancein @ | instancetype v | Status check Atarm status. Avaliability Zone ® | PubliciPva DNS © | Publicibvd.. @ | Elasticip | ieveies
v Instances.
stances O gatewar |-0ef04701989a1247 QaA  tmo View alarms 4 eu-central-1c
Instance Types O serverz 1-0538780f650404460 @Qa tamioo - View alarms 4+ eu-central-1b - - - -
Launch Templates O akdvpn 1-04dd77b254<58140F QA  tixarge - View alarms +  eu-central-1b - - - -
‘Spot Requests (1 avpntest 1-02ccb02db7ac9cod @QQ  t2miro - View alarms 4+ eu-central-1b - - - -
—
Savings Plans
“ quprWirequard  1-028248dbafd0276fb © Running @@ tammo @ initializing View alarms +  cu-centrai-1b ec2-18-157-51-43.e0-¢... 181575143 18.157.51.43 -
| E—

Dedicated Hosts

Capacity Reservations

Figure 10

By navigating to ‘EC2 - Instances’, we can verify that our server has been assigned the “Elastic IP.”:
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[ = IR

< Instances (1/5) wo e (©) (Ccomect ) ((mstancastate v ) (" actions v ) ({isinchinstances)| ¥,
Q Find Instance by attribute or tag {case-sensitive) | [ Ansates v 1 ]
v Instances B Namegy v | instenceld Instance state @ | instancetype | Status check | Marmstatus | Avallability Zone @ | Public Ibva DNS © | Publicibvd .. © | Elasticlp 19v6 IPs
nstances O gateway 1-00ef0470 198931207 © stopped Qe  ermm View alarms +  eu-central-1c
Instance Types O serverz 1-0538780165040¢450 © stopped Qe emm - View atarms +  eu-central-1b - - - -
Templates O akdven 1-04dd77b254cE8140F O stopped @Qa  tidarge - View alarms 4 cu-central-1b - - - N
apntest 1-02ccb020b7acac9 1 bed Qe amm - View slarms 4 ev-centrl-1b - - —_— -
( aupnWireauard  -028248dbfd0276 @ Fuming Qa  tmim @ initalizing Viewsamn +  cucontral 1 21815751 4.euc 181575143 181575143 -
 E— P

Figure 11

We still need to open the necessary ports for our services so they can communicate publicly. To do
this, we select (using the checkbox) our server and edit the "Secure" security group:

(=] [= JCI

— < Instances (1/5) it st updated |@ (comnect ) (Cinstance state v ) (" acuions v ) (iineh instanees | ¥
e & i s v o la
w Instances B Name % | Instenceld Instance state ¥ | Instoncetype @ | Status check | Alarm status Avallability Zone ¥ | Public IPv DNS v | PubliciPvé.. ¥ | ElasticlP 1PV61Ps
stances © [quonwirequars _-028248abafa0276fo @aa  emm View alarms + eu-central- b ec2-18-157-51-43.euc 181575143 181575143 -
Instance Types O gateway i-0def04701989a12d7 aa t2micro eu-central-1c - - - -
Templ O  server2 1-053878016540f4b0 @a tmdo eu-central-1b
qhdvpn 1-D4dd77b254c68140F @Q  txage eu-central-1b - - - -
quantese |-02ceb028bTacacoa1 @@ wmoo Viewalarms +  eucentral- b
Capacity e
¥ Images
AMis
AMI Catalog
w Elastic Block Store
Volumes _
Snagehol i-028248dbdfd0276fb (qvpnWirequard) @ v
Ufecyele Mano
v Metwork & Security Details | Statusandalarms  Monitoring Networking | Storage  Tags
Security Groups
Blastic IP3 » Security details
Flscement Greups 1AM Role Owner D Launch time
Key Pairs - T3 168420631500 Mon Dec 23 2024 12:1031 GMT+0100 (Central European Stondard Time)

Metwork Incerfaces
Security groups.
v Load Balancing

0 sa-OsbadGess

Load Balancers

Figure 12
After clicking the link to the security group, we edit it (adding ports) as follows:

sg-Oabad6eaa7484914a - launch-wizard-16

Details

Security group name Security group ID Description VPCID

I8 launch-wizard-16 I8 so-DabadGeaa7484914a I8 launch-wizard-16 created 2024-12- I8 vpc-0323d013f7000f4f7 [
20T14:21:55.439Z

Owner Inbound rules count Outbound rules count

0 168420631900 1 Permission entry 1 Permission entry

Inbound rules Outbound rules Sharing - new VPC associations - new Tags

Edit inbound rules

Inbound rules (1)

[ J 1 ]
O | Name v | Ssecurity group rule ID v IP version v | Type v | Protocol v | Portrange v | Ssource
o - sgr-052b27b7eae3652a0 1Pvd SSH TP 22 0.0.0.0/0
3

Figure 13

We now click on ‘Edit inbound rules’:

9
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Edit inbound rules i

Inbound rules control the incoming traffic that's allowed to reach the instance.

Inbound rules into

Security group rule ID Type Info

sgr-052b27b7eae3652a0 | T

Figure 14

Protocol Info

Port range Source Info Description - optional Info

Info

custom v | [ Q | | | (petete )

Cancel Preview changes ‘Save rules

Click the “Add rule” button and add the respective ports (UDP for WireGuard, TCP for the service):

Edit inbound rules i

Inbound rules control the incoming traffic that's allowed to reach the instance.

Inbound rules i

Security group rule ID Type Info Protocol Infa  Port range Source Info Description - optional Info
Info
sgr-052b27h7eae3652a0 Tesn v custom ¥ | (@ | ‘ ( Delete )
(00000 x|
- \msmmunp—v| | 51920 | | custom w | | Q 0.000/0 x| | ( Delete)
- \customrcp—v| | 8000 | [ custom » | | @ ooo00s0 X || | { Delete
- | custom 1CMP - 1Pv4 v | A v | \W| l | ( Delete)

Figure 15

Cancel Preview changes Save rules

Support for "Custom ICMP-IPv4" (external pings, e.g., useful during system startup) has also been
added. After clicking the "Save rules" button, we have:

10
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» Details

sg-Oabad6eaa7484914a - launch-wizard-16

Details

Security group name
|ﬁ launch-wizard-16

Security group 1D
[0 sg-Oabad6eaa7484914a

Owner
I8 168420631200

Inbound rules count
4 Permission entries

Description

|-|:\ launch-wizard-16 created 2024-12-

20T14:21:55.4397

Outbound rules count
1 Permission entry

Inbound rules Outbound rules Sharing - new VPC associations - new Tags
Inbound rules (4)
[ a searcn |
[J | Name v | Security group rule ID v | 1P version v | Type
O - sgr-0as5b30d98d2fb252 IPva Custom TCP
] - sgr-052b27b7eae3652a0 IPva SSH
D - sgr-0464224ab4e824f7b IPv4 Custom UDP
D - sgr-0d263e375e99b2b44 IPva AlLICMP - IPv4

Figure 16

After selecting "EC2 - Instances”, our server appears as follows:

TP

TP

uopP

ICMP

v | Protocol

VPCID
0 upc-0323d013f7000f4f7 [3

Manage tags Edit inbound rules

1 @
¥ | Portrange v | Ssource
8000 0.0.0.0/0
22 0.0.0.0/0
51920 0.0.0.0/0
Al 0.0.0.0/0
3

g OabadiesT4BL14a - aunchwlzard 16 @ s~
st (151 =TS == —_
Q Pp——— e v | 1 @
B Mame@ v | Instanceld Instance state v | lnstancetype w | Status check Narm status | Awsilability Zone v | Public IPvd DNS w | PubliciPd.. w | ElasticlP 1Pv6 1P v | Monitoring v | Secutygroupname v | Ky name
(@ awwiem_ ozmasaaraozin @ funning. Qe wmo @ 172 chec View alarms 4 ev-ceniral-1o 181575123 0 181575143 181575145 = diatisd oo iiard-16 st
O cateway i-0det047019003 1287 aa tlmicro Viewalarms 4 cu-central-1c dizatled Iaunch-wizard- & yARS
s serverd +05387B00654401400 aa t2mikro - View alarms 4 eu-central- 1o - - disabled launct-wizard-14 test
s ohvan 0407254601 40F aq t3xdarge ‘View alarms +  eu-central- 1o, - disasled launch-wizare 12 test
O awme Ozt T3 @a  wmmo - Viewalarms 4 su-contral 10 - - aiatisa [Res—r st
‘ ,
R
1-025248dbATA0276Mb (qupnWirequard) - @ v
Details. Status and alarms. Monitoring Security Networking Storage Tags
R
— - .
—
¥ Auto Scaling 153 2g OabadGean74840 14a launch wizard-16)
R
(Q it e 1
Mame. | Security group rule 10 Port range | rotocat | soume | Security groups | Description

Figure 17

We connect to the server using "EC2 Instance Connect" or SSH.

The user in both cases is either "ubuntu" or "root'

', for example:

11
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= EC2 > Instances > i-028248dbdfd0276fb > Connect toinstance

Connect to instance o

Connect to your Instance 1-028248dbdfd0276fb (qupnWirequard) using any of these options

EC2 Instance Connect Session Manager SSH client EC2 serial console

Instance ID
I0 1-028248dbdfd0276fb (qvpnwirequard)

Connection Type

© Connect using EC2 Instance Connect Connect using EC2 Instance Connect Endpoint
ance client, with a public IPv4 or IPY6 a

Connect brows

Connect using Connect using the EC2 Instance Connect brows ient, with a private IPv4 address t

© Public IPv4 address
I0 18.157.51.43

IPv6 address
Username
Enter the username defined in the AMI the instance. If you d 't define a custom username, use the default username, root.
| (o
[ @ Note: in most cases, the default username, root, is correct. However, read your AMI usage Instructions to check if the AMI owner has changed the default AMI username. ]

Figure 18

After clicking the "Connect" button, the terminal appears:
B 24 O®O @ Fednty 1900 v

Console 1

:$ login: ||

i-028248dbdfd0276fb (qupnWirequard) X

PubliciPs: 18.157.51.43  PrivatelPs; 172.31.54.254

Figure 19

Of course, the terminal can also be accessed externally via SSH (see the "SSH Client" tab). The
connection instructions are provided in that tab:

Connect to instance i

Connect te your Instance 1-028248dbdfd0276fb (qupnWirequard) using any of these options

EC2 Instance Connect Session Manager SSH client EC2 serial console

Instance ID
I0) i-028248dbdfd0276fb (qupnWirequard)

1. Open an 55H client.
2. Locate your private key file. The key used to launch this instance is test.pem
3. Run this command, if necessary, to ensure your key is not publicly viewable.
0 chmod 400 “test.pem”
4. Connect to your instance using its Public DNS:
[0 ec2-18-157-51-43.eu-central-1.compute.amazonaws.com

Example:

IQ) ssh -1 "test.pem” root@ec2-18-157-51-43.eu-central-1.compute.amazonaws.com

[ @ Note: In most cases, the guessed userame is correct. However, read your AMI usage instructions to check if the AMI owner has changed the default AMI usermame. ]

cancel

Figure 20
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The default configuration (factory reset) of the pQKD device uses a network interface with the IP
address 192.168.1.80. A factory reset is performed by holding the button (on the back of the device)
while connecting the power supply until the blue LED starts flashing).

You need to configure your computer to use the same network (i.e. assign it the IP address from the
same network, e.g. 192.168.1.200), then connect the pQKD device using its ETHO (rightmost) LAN
connector to your computer using a network cable.

PQKD
@

,’,r‘ post-Quanturm
" Kay Distribution,
oKD emulator

11 with QRNG

ETHO

qb BLOCKCHAINS pQKD STATE QKD RNG RESET ETHY M

post-Quantum Key Distribution - o o I I l

Figure 21. Desktop and Rack Mounted pQKD. Use the rightmost (ETHO) LAN RJ-45 connector.

After powering on the pQKD device, wait until the blue LED lights up steadily.
In your browser, enter the address: http://192.168.1.80. This will open a login page.

The default login credentials are:

Username: admin

Password: admin

13
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192.168.1.80

e Bpa x @

_ € G A Notsecure 192.168.1.80
[ ] G - | o

r
b7 Welcome to your configuration App.
= Please Log In.
i h
&

Figure 22

After logging in, a configuration wizard for the device will launch:

[ [
Please follow the steps to finish configuration of your device
or first select start configuration .
Load Alice profile Load Bob profile
Figure 23

Select the profile: "Load Bob profile". In the next step, set your own unique password for logging.

14
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Figure 24

Set your access password.

In step (“NETWORK INTERFACES), set a custom IP address for the ETHO interface that matches the
network your computer will operating on. The ETH1 port will not be used in this configuration, so it
can remain unchanged.

Press next step button:

Figure 25
15
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Open “2. Source KME server”:

w [ PQKD - KME ID: AliceKME

e
-
e

8082 8084

=

Figure 25

Additionally, change the Source Identifier (KME_ID)* to something like Peer_1 and the Master
Identifier (SAE_ID) to Peer_1. The number must be used in the name. Based on this, the allocated

pool of ports on AWS.

wi PQKD - KME ID: AliceKME

et QKD target
a

c o o e figurats o ors  andKeys
-—90 0 0 ©° °

AlicekME  AliceSAE  https 192168180 8082 1921681.80 8083 192168280 8084 Alice public

Click to display and edit position.

-

Figure 26

16

qbck-clientpr2

Upload target —»

Add target
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In the next step, "QKD Target Configuration”, we configure access to the pQKD system located on
AWS (pQKD Twin), which is accessed via the qVPN client installed on the client computer. After
selecting:

S PQKD - KME ID: AliceKME

hup

Figure 26
Change HTTPS to HTTP and adjust the addresses to match your target network (your computer's ip).

Next, accept the modified values and proceed step by step, confirming "KME Configuration”,
"Generating Certificates", and finally "Generate Post-Quantum Keys".

Figure 27

Change the key names, for example, from “Bob.private" to "Bob1.private" and from "Bob.public" to
"Bob1l.public". After renaming, generate the key by clicking the "Generate Keys" button and
download the Bob1.public key to your computer (it will be needed for server configuration).
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Proceed to the "Set Certificates and Keys" step. Set the newly generated keys (Bob1.private,
Bob1.public) in the corresponding fields:

Figure 28

Accept the changes and proceed to the end of the wizard. Confirm the settings to save them. The
device will restart automatically.

Now you can reconfigure your computer's network settings (IP address) to match the network you
were previously using (in the example 192.168.1.90). To access the pQKD device setup from now on,
you must use the IP address you configured (see ).

If needed, you can adjust individual pQKD device parameters later by navigating through the
appropriate menu options.

All pQKD connections within the client’s private network connected to the pQKD device use HTTP.

All other external connections are encrypted with the post-quantum cryptographic algorithm
"CRYSTALS Kyber" (FIPS 204 Key Encapsulation Mechanism).

The system can currently be installed on Linux computers (Ubuntu, Debian, etc.). The installation
files must be downloaded from: https://www.quantumblockchains.io/decks/gVPN Linux.zip

The installation proceeds in the following steps:

1. Installation of WireGuard
The WireGuard installation instructions are available at: https://www.wireguard.com/install/

For Ubuntu run:

sudo apt update
sudo apt install wireguard

18
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WireGuard must be installed without generating RSA keys (we are setting them upfront). Ensure that
WireGuard Tools (wg-quick) are also installed. You can verify this with the following command:

wg-quick
The command should execute successfully, displaying the command's help output.

2. Installation of Java
Run the following commands:

sudo apt update
sudo apt install default-jre

You can verify the installation with:

java -version

3. Installation and Configuration of VPN (qVPN)

Copy the file qvpn.tar to your system, then extract it using the command:
tar -ux gvpn.tar

This will unpack the necessary files for further configuration.

A directory named qVPN will be created. Enter the directory using the command:

cd qVPN

Inside this directory, you'll find the following files:

init.config
gvpn.jar
gvpn.service
gvpen.sh
READ.ME
wgc.conf

Configuration Before Installation:

Before installation, you must configure gvpn service by editing the wgc.conf file:

#

# client

#

[Interface]

QKD Host = 192.168.1.200

QKD EndPointProxy = 18.157.51.43:8000
QKD TimeOut = 10

Address = 10.0.0.2/32

DNS = 1.1.1.1
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[Peer]

OKD IDENT = Peer 1

QKD KME = 8082, 192.168.1.90:8082
QKD EQKD = 8083, 192.168.1.90:8083
QKD QKD = 8084, 192.168.1.90:8084
Endpoint = 18.157.51.43:51920
AllowedIPs = 172.31.0.0/16
PersistentKeepalive = 25

Configuration File Explanation:

The configuration file format is similar to a standard WireGuard configuration file. However, it
includes new commands prefixed with QKD. In addition to these new commands, you can still use all
standard WireGuard commands.

[Interface] Section

- QKD Host: Enter your computer's IP address (used for communication with the pQKD device). In
the example, this is the address in the default pQKD network (i.e. 192.168.1.200).

- QKD TimeOut: Maximum response time (in seconds) for pQKD to reply.

- QKD EndPointProxy: The endpoint address (communication channel) exposed on AWS for
auxiliary communication with the client.

- Address: The local address of the virtual network interface created on the computer. It's a
good practice to establish a clear IP structure, e.g., "10.0.0.1" for the VPN server, '10.0.0.2" for Peer
1, 10.0.0.3 for Peer 2, and so on.

[Peer] Section
- QKD IDENT: Identifier assigned to the Peer.
- QKD KME: Parameters for communication with the Key Management Entity (KME).

- QKD EQKD: Parameters for communication with the emulated QKD service (for QKD notification
channel).

- QKD QKD: Parameters for communication with the QKD service.

These configurations (IP addresses and ports) must match those set in the pQKD device
configuration.

Ensure consistency across all settings to guarantee proper communication and integration between
gVPN and pQKD.

NOTICE:

Due to the definition of multiple ports on the qVPN server side, automatic port assignment has been
introduced via the QKD_IDENT parameter.

The value of this parameter should follow the syntax:
<name> <number>

Examples: Peer 1, Bob 1, User 1, etc.
20
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The numbers should be assigned sequentially: 1, 2, 3, .... In the example above, the identifier is
Peer 1. Name consistent with pQKD configuration (Figure 25).

Installation
After configuring the configuration file, run the installation command:
sudo sh gvpn.sh install

The gVPN service will also start automatically after restarting the computer. To uninstall the service,
use:

sudo sh gvpn.sh uninstall

The program and configuration files are installed in the directory:
/usr/bin/gVPN

After uninstallation, all files are removed from this location.

Editing Configuration Parameters (wgc.conf)

You can modify the wgc.conf file in two ways:

1.Uninstall gVPN, Uninstall the service, Prepare the updated configuration file, Reinstall the service.
2. Direct File Editing: Edit the "wgc.conf® file located at:

/usr/bin/gVPN

Restart the service with the following command:

sudo systemctl restart gvpn

This ensures the changes take effect immediately.

To configure the qVPN server, open a terminal to the server instance on AWS (see Chapter Il, Figure
19). After opening the terminal, the console will appear:

Figure 29

After entering the login (admin) and password (admin), proceed to enter commands.

You can view a list of available commands by typing: ? :
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Figure 30

1. “editconfig’ — Used to edit the configuration file.

After executing this command, you gain access to the qVPN server configuration file. It's a simple
line-based editor with basic commands:

*? —Display the list of editor commands
‘show™ — Display the contents of the configuration file
“delete’— Delete a specific line in the file:
delete <line number>
‘insert” — Insert a new line before a specified line:

insert <line number> <line content>

“edit’ — Edit a specific line:

edit <line number> <new line content>

“test” — Test the correctness of the configuration file
‘save’ — Save the configuration file

“end’ — Exit the configuration editor

2. logout” — Log out (end session)
3. ‘clear’ — Clear the screen

4. “keylist” — Display a list of post-quantum keys available in the system
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5. ‘'rmkey’ — Delete a specific key file
6. ‘reboot’ — Restart the system

7. passwd’ — Change the password

The keys available on the server can be displayed using the following command: “keylist:

Figure 31

We need to upload the previously generated public key ‘Bob1.public’ (during pQKD configuration) to
this resource. To do this, copy the file ‘Bob1.public’to the ~/ directory of the Ubuntu user using the
following command:

scp -1 key.pem Bobl.public ubuntu@l18.157.51.43:~/

The key “test.pem’is obtained during the creation of the EC2 instance from the AMI image (see
Figure 3).

Proper permissions must be set for the “test.pem’ key (see Figure 20).

In the example above, we assume that both the “test.pem” key and the "Bob1.public file are located
in the same directory.

Of course, the IP address "18.157.51.43 is just an example here. You should replace it with your
generated IP address (see Figure 7). After copying the key, we have:

2] Jay ®@ i) Frankfurt v olejnikrys @ 1684-2063-1900 ¥

Figure32

Now we can use the key in the configuration.
Edit the configuration using the command:
editconfig

After executing this command, the screen will appear as follows:
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Figure 33

In this mode, we have entered the simple command editor (a list of available commands can be
displayed using "?°).

After issuing the "show’ command, the configuration will be displayed:

B 0 ® ® ok

Bob.private
Bob.public

ig
1g:$ show

0013 Postup = iptal - ACCEPT; iptables -t nat -A POSTROUTING -0 enX® -j MASQUERADE; iptables -A FORWARD -i wgs -j ACCEPT; iptables -t nat -A POSTROUTING -0 enX@ -j MASQUERADE; iptab
les -A FORWARD -i s -ms ate RELATED, ESTABLISHED
PostDown = ip; - -j ACCEPT; iptables -t nat -D POSTROUTING -o enX® -j MASQUERADE; iptables -D FORWARD -i wgs -j ACCEPT; iptables -t nat -D POSTROUTING -0 enX® -j MASQUERADE; ipt

FORWARD -1 enXe -o wgs -m state --state RELATED,ESTABLISHED -j ACCEPT
9:$

i-028248dbdfd0276fb (qupnWirequard) X

PubliciPs: 18.157.51.43  PrivatelPs: 172.31.34.254

Figure 34

Just like during the configuration of the qVPN client, here we are also dealing with WireGuard
commands along with additional commands prefixed with "QKD_". The names of these variables
describe their purpose.

If changes are required, such as different ports, alternative routing, or other parameters, they can be
edited directly here.

To add a user (qVPN client), you need to add a [Peer] section. For our previous configuration, it will
look like this:

insert 40

insert 40 [Peer]

insert 40 QKD_IDENT = Peer_1

insert 40 QKD_PUBLIC_PC_KEY = Bob1.public
insert 40 AllowedIPs = 10.0.0.2/32
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.private

-j ACCEPT; iptables -t nat -A POSTROUTING -o X0 -j MASQUERADE; iptables -A FORWARD -i wgs -j ACCEPT; iptables -t n
tate RELATED,ESTABLISHED
j ACCEPT; iptabl -t nat -D POSTROUTING -o enX0® -Jj MASQUERADE; iptables -D FORWARD -i wgs ACCEPT; iptables
ate RELATED, ESTABLISHED -j ACCEPT

6 QKD_’ e =
7 QKD_PRIVATI .private
8
9 Addre =1
ListenPort
saveConfig =
#DNS
PostUp 0 -j ACCEPT; iptables -t nat -A POSTROUTING -o X0 -j MASQUERADE; iptables -A FORWARD -i wgs -j ACCEPT; iptables -t n
tate RELATED,ESTABLISHED
j ACCEPT; iptables -t nat -D POSTROUTING -o enX® -j MASQUERADE; iptables -D FORWARD -i wgs -j ACCEPT; iptables
ate RELATED,ESTABLISHED -j ACCEPT

Figure 35

In the “insert’ command, the line number 40 was used. Since the file has only 19 lines, the new lines
will be added at the end of the file.

The file has been updated with the "Peer_1" configuration.

To verify the correctness of the entered data, use the command:
“test’

To save the changes, use:

“save’

After saving, exit the editing mode with: ‘end’

To apply the changes, restart the system with the following command: ‘reboot":
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B 8 ® ® Feduny

i -j ACCEPT; iptab t nat -A POSTROUTING X MASQUERADE; iptables -A FORWARD -i -j ACCEPT; iptable -A POSTROUTING -0 enx@ -j MASQUERADE; iptabl
ate RELATED, EST/ HED
ACCEPT; iptab t nat -D POSTROUTING -o enX® -j MASQUERADE; iptables -D FORWARD -i wgs -j ACCEPT; iptables -t nat -D POSTROUTING -o en j MASQUERADE; ipt]
ate RELATED,ESTABLISHED -j ACCEPT

-j MASQUERADE; iptables -A FORWARD -i wgs -j ACCEPT; iptables -t nat -A POSTROUTING -0 enXo -j MASQUERADE; iptab)

s -j ACCEPT; iptables -t nat -D POSTROUTING -o enX0 -j MASQUERADE; ipt]

will be implemented after

i-028248dbdfd0276fb (qupnWirequard) X

PublicIPs: 18.157.51.43  PrivatelPs: 172.31.34.254

Figure 36

If everything has been configured correctly, on the client side, after executing the command: “ip’

you should see the network interface ‘wgc’ listed:

enx32d53eb21b2e: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq_codel state UP group default qlen 1000
link/ether 32:d5:3e:b2:1b:2e brd ff:ff:ff:ff:ff:TT
inet 172.16.0.100/24 brd 172.16.0.255 scope global noprefixroute enx32d53eb2lb2e
valid_1ft forever preferred_1ft forever
inet6 Te80::1e62:70Tb:ab58:dale/64 scope link noprefixroute
valid 1ft forever preferred 1ft forever
wgc: <POINTOPOINT,NOARP,UP,LOWER_UP> mtu 1420 qdisc noqueue state UNKNOWN group default qlen 1000
link/none
inet 10.0.0.2/32 scope global wgc
vValld_LTT Torever preferred LTt Torever

(base) %

Figure 37

Our "VPN server" has a local IP address of 172.31.34.254, and the range of available addresses is
defined in (Chapter Ill, Point 3) as: AllowedIPs =172.31.0.0/16

Therefore, we should be able to ping the server using the following command:

ping 172.31.34.254

quantum@quantum-Latitude-5590: ~/MYtest

.31.34
from 172

time 5008ms

Figure 38
If there are any issues, you can inspect the qVPN service on the client side with the following

command:
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sudo systemctl status gvpn

To check the status and transmission info of WireGuard, use:

sudo wg show

Adding Additional Peers
Subsequent Peers can be added in a similar manner.

Of course, access to hosts in the AWS network can be configured using AWS tools (e.g., route tables,
NAT, firewall rules, etc.).

Troubleshooting Connection Issues

If the connection is not established after installation, try uninstalling the qVPN client and reinstalling
it.

The connection may take several tens of seconds to establish after starting the services. This delay is
related to the refresh time of the post-quantum key.

In case of any troubles contact our support team at: support@quantumblockchains.io
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